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Abstract—Cloud deployment architectures have become a
preferable computation model of Big Data (BD) operations. Their
scalability, flexibility, and cost-effectiveness motivated this trend.
In a such deployment model, the data are no longer physically
maintained under the user’s direct control, which raises new se-
curity concerns. In this context, BD security plays a decisive role
in the widespread adoption of cloud architectures. However, it is
challenging to develop a comprehensive security plan unless it is
based on a preliminary analysis that ensures a realistic secure as-
sembly and addresses domain-specific vulnerabilities. This article
presents a novel security-by-design framework for BD frameworks
deployment over cloud computing (BigCloud). In particular, it
relies on a systematic security analysis methodology and a com-
pletely automated security assessment framework. Our framework
enables the mapping of BigCloud security domain knowledge to
the best practices in the design phase. We validated the proposed
framework by implementing an Apache Hadoop stack use case. The
study findings demonstrate its effectiveness in improving aware-
ness of security aspects and reducing security design time. It also
evaluates the strengths and limitations of the proposed framework,
from which it highlights the main existing and open challenges in
the BigCloud-related area.
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I. INTRODUCTION

IN THIS new digital era, many companies use cloud tech-
nology to store, process, and analyze petabytes of struc-

tured and nonstructured data relating to their business and cus-
tomers [1] [2]. Advancements in cloud computing technology
have shaped the modern application delivery model [3]. The
advantages of adopting cloud computing are inarguable due to its
great potential to provide affordable and straightforward access
to substantial computing power. Big data (BD) frameworks
over cloud computing (BigCloud) promote this trend—with the
potential of higher substantial scalability and elasticity than
traditional models [5]. As the outsourced data may contain
confidential information, such as financial records, proprietary
research data, healthcare data, or government information, data
security becomes even more critical.

Data security and privacy are among the cloud’s leading
next-decade research directions [4]. This article aims to maintain
the efficiency of sustainable BD operations over cloud systems.
The main security challenge pertains to the client’s trust in data
transfer in and out of the cloud environment—as well as the
storing and processing of critical data within an off-premise
data center. Some fundamental characteristics of the cloud (such
as multitenancy and virtualization) ensure better utilization of
resources but make it challenging to deliver secure computation.
Other security threats associated with this adoption include
privacy, integrity, confidentiality, and the availability of stored
data, which are magnified by the properties of BD (i.e., volume,
velocity, and variety) systems [1].

The security of BigCloud is a growing concern, first, due
to the increased exposure of the data to potential attackers;
second, due to the broad attack surface of a cloud environment;
third, due to the interaction of several security frameworks
within different layers of protection, especially when it comes
to the development of applications in this environment. Beyond
these technical issues, we argue that the security-by-design prin-
ciple for BigCloud systems is poorly understood and rarely prac-
ticed. A recently published study by Sequeiros, et al. highlights
security-by-designs one of the main existing challenges and
open issues in the cloud environment [13]. This article reports
on the infrastructure-as-a-service (IaaS) cloud, where both the
user and the service provider share the responsibility for their
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Fig. 1. Paper domain.

Fig. 2. Graphical representation of systematic research methodology for modeling and implementing a security solution for BigCloud adoption. The abbreviations
and (*) signs represent the paper scope, and they are further described in Table I.

BD stages, i.e., data-at-rest, data-in-transit, and data-in-process
security. In this context, security-by-designs a holistic and an-
ticipatory approach that ensures meeting security requirements
from the system’s early conception. It includes methodical and
systematic security procedures to ensure that these requirements
are complete, consistent, and easy to measure and evaluate in
later system development stages.

Our research domain is distributed over two main computer
science fields; BD and cloud computing, referring to BigCloud.
Also, it employs software engineering, security engineering,
and system engineering for the implementation of BigCloud
solution as represented in Fig. 1. At its core, this approach
has the description and proposal of workflows for engineering
and development of applications and systems, where security
modeling and engineering are fully integrated into the software
engineering processes. For this reason, we propose a frame-
work (in Fig. 2) that supports the secure deployment of BD
frameworks during all the development phases of a BigCloud
solution. These stages start from the specification of its high-
level reference architecture, up to identifying the deployment
configuration that best fits its requirements in the component
diagram and analysis pattern. In this regard, the framework
illustrates security components that ensure the representation
of the problem domain (i.e., security, reliability, and privacy).
This representation serves as a mechanism to transfer knowledge

of security modeling and software engineering tools to the
BigCloud domain. It also serves as a knowledge capture, which
contains domain knowledge (e.g., using cases and scenarios) and
the solution knowledge (e.g., mapping current technologies). On
the same note, this article took from the security by designing
a scheme to eliminate the chasm between software engineering
and security engineering to enable secure BigCloud design.

A. Contribution

In this article, a BigCloud security-by-design framework is
proposed, whose main components are a reference architecture,
a security component diagram, and a security analysis pattern.
To the best of our knowledge, other studies do not seem to
approach these topics with an in-depth investigation as this study.
The proposed methodology supports BD developer in building
and deploying a secure cloud application while taking into
account the potential security issues from the beginning of the
development process to reduce the risks associated with existing
vulnerabilities and threats. This article, hence, contributes to the
adoption of secure IaaS cloud models as scalable BD deployment
architectures by taking the following measures.

1) We define a security-by-design development process that
foregrounding the security components and essential qual-
ities of a BigCloud framework.
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2) We provide a formulation of BigCloud deployment ar-
chitecture that explicitly takes into account the Apache
Hadoop 3.0 security ecosystem and that allows utilizing
the BD state-of-the-art technologies that express security
best practices.

3) We map the current security technologies onto concerns
and defining domain concepts based on the grouping of
relevant of these concerns into a security-by-design model
that facilitates the installation and configuration of secure
BigCloud systems.

4) We demonstrate how to utilize the security-by-design pro-
cess as an effective medium to create and evaluate secure
BigCloud systems with a sufficient trust level.

B. Organization

The rest of this article is organized as follows: Section II
presents a general review of the paper’s scope and background
alongside the methodology and related work. Section III outlines
the reference architecture as part of the cloud security manage-
ment. Section IV provides a component diagram of BigCloud
security processes and attributes. Further, Section V discusses
security-related considerations, including service-delivery, se-
curity, and data service security. Section VI provides an analy-
sis pattern and selection approach by mapping the knowledge
domain to the solution domain. Finally, Section VII concludes
this article by proposing recommendations, open challenges, and
future work.

II. BACKGROUND

BD platforms use an architectural pattern that guides data-
intensive solutions to create, organize, and reuse their computing
components. Meanwhile, cloud computing is a set of enabling
technologies that provide broader services and more flexible
solutions for enterprises to deploy their frameworks. This section
discusses the relationship between BD platforms and cloud com-
puting service providers. Further, it introduces the methodology
and motivation behind this article. Finally, it discusses related
work.

A. BD Over Cloud Computing (BigCloud)

Historically, BD deployment architectures have been de-
signed as shared-nothing architecture with enough capacity to
meet peak demands. However, this architecture could result in
the system underutilizing its capacity that organizations must
still pay for. On the other hand, once the system’s capacity has
been reached, a significant investment in time, resources, and
money to expand it is expected. Modern industry and academia
require utility services, through which they can scale capacity
vertically and horizontally on demand and pay only for what
they use.

The advent of cloud-based clusters promotes implementing
a cloud solution that supports BD operations. This approach
grants a practical solution that not only tackles this challenge,
but also enhances the system’s scalability, reduces maintenance
cost, and increases the efficiency of resource management. Over
the years, cloud service providers have offered a wide range of

BD-supporting services spanning from storage to processing and
analyzing vast amounts of datasets. Examples include public-
service providers (e.g., Amazon EMR [6], Microsoft Azure
HDInsight [7], and Google Cloud Dataproc [8]) and private
vendors (e.g., Cloud-era [9], Hortonworks [10], and MapR [11]).

B. Motivation and Methodology

This article aims at facilitating the realization of secure BD
systems in the IaaS cloud model. When a BigCloud system is
realized, important security considerations arise. These security
factors include the architectural design of the system and the un-
derlying security technologies and policies/services. IaaS con-
tinues to be the fastest growing model [12] and the most desired
by BD implementers. This article analyzes security services used
in IaaS cloud environments and describes BD security items
and relationships among them. It discusses security systems
oriented to BigCloud design in order to present their glossary
and landscape techniques and to define research gaps and best
practices. Fig. 2 describes the methodology employed in this
article to deliver a generic BigCloud security reference model.

In detail, this article contributes to the BigCloud security
deployment body of knowledge by, first, extensively examining
the building blocks of the cloud security stack for supporting BD
science. In addition, it classifies the different layers of security
based on their supported service models into a reference archi-
tecture. Second, it examines the vulnerabilities associated with
BigCloud adoption by providing the security components of a
secure design pattern and its attributes. Third, it provides various
insights into BigCloud security specifications by refining the
cloud context-pattern into a novel security analysis pattern. This
pattern maps the current technologies to the solution domain by
extending the CIA (confidentiality, integrity, and availability)
triad. Next, they study analyzes and classifies the state-of-the-art
security frameworks available today mostly as open-source for
a detailed criteria election. Finally, it highlights some open
challenges and recommendations for both service providers and
customers for a comprehensive discussion toward achieving the
vision of providing a secure BigCloud service. To facilitate
using the systematic research methodology, we summarize the
proposed models and patterns in Table I, which consists of the
knowledge domain, its model description, and its designated
section within this article.

C. Related Work

While cloud security is a well-established domain, no work
seems to focus on integrating security aspects within the
software development of cloud applications [13]. Table II
presents a comparison of five different models of the state-
of-the-art security-by-design studies. In particular, we compare
each study’s advantages and limitations in delivering security-
by-design in a cloud-enabled environment to the proposed
framework in our research. This section also discusses security
modeling and solutions devoted to risk analysis and security
assessment tasks within the BigCloud environment.

The literature has suggested different Cloud-driven meta-
models to support cloud application management. In [14], Ham-
daqa et al. proposed a service-oriented architecture that captures
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TABLE I
REPRESENTING A SUMMARIZATION OF THE RESEARCH SCOPE MAPPED TO

THE SECTION ARCHITECTURE

design elements, configuration rules, and a semantic interpreta-
tion of cloud applications in a meta-model. Their work meets the
goals of this article in that both works aim to standardize cloud-
modeling language by drafting reference models. However, the
proposed model of this study formalizes the cloud securities
vocabulary and semantics, which assists in developing a secure
BD service-oriented model and suitable cloud runtime security
support. In the context of the cloud-security meta-model, the
authors in [15] presented an integrated domain-specific language
coupled with a basic security model that promotes the designers
modeling effort. Furthermore, the work by [16] provides two
use-case studies to verify the usability of their meta-model.
Nevertheless, none of the previous studies consider BD-specific
security requirements of IaaS cloud deployment architecture
proposed by this article.

A recently established NIST BD security Sub-Working Group
(NBDs-WG) [17] addresses the importance of security and
privacy measurements, definitions, requirements, and charac-
teristics of BD systems. The mutual relationship among BD
technologies and model-driven engineering (represented by soft-
ware engineering) is investigated in [18]. In [19], Pekka and
Pakkala analyze published implementations of BD architectures
(e.g., Netflix, Linkedin, and Facebook) to draft a reference
architecture. In doing so, they aim to map different BD solutions
that facilitate designing BD systems and create a classification
of BD technologies, products, and services. In [20], the authors
extensively illustrate BD ecosystem components based on the
NBD interoperability framework. Their architecture framework
consists of BD infrastructure, BD analytics, data structures and
models, BD lifecycle management, and BD security. However,
they do not investigate cloud-specific security requirements,
components, or delivery within an IaaS cloud as this study
proposes.

Security-by-design gets momentum with cloud computing as
a security enabling tool to integrate security engineering in the

software development and engineering processes [13]. Based
on security service level agreements (SLA), Valentina Casola
et al. [21] proposed automated security-by-design for cloud
applications. Their solution relies on a risk analysis process
and a completely automated security assessment phase to as-
sess security requirements. On the same note, the autonomous
vehicles’ security requirements using security-by-design was
reported in [22]. The authors proposed implementing security
objectives and the necessary control measures from the risk
mitigation techniques and adversarial model perspective. Data
privacy and protection in the information and communication
systems and infrastructure were discussed in [24] to shed light
on the need for improved security by design. Meanwhile, the
definition of a security-by-design development process of multi-
cloud application deployment was proposed in [23] by proposing
optimal deployment identification.

Overall, none of those abovementioned studies rigorously
consider the BigCloud security specifications, which shape the
security deployments in the design phase. Hence, we argue that
the BD security deployment requirements have not been thor-
oughly investigated. Moreover, current literature is still missing
an in-depth analysis and systematical methodology to apply
security-by-design over BigCloud deployment architectures. To
cope with those limitations and fill this research gap, this article
tries to put together the most innovative results and introduce
a BD security-driven process to optimize the deployment of
BigCloud components in the cloud environment. This article
distinguishes itself by proposing the most up to date and com-
prehensive discussion of the BD security requirements of the
IaaS cloud deployment architecture. As previously discussed,
our framework relies upon the adoption of four phases.

1) Preparation phase, using a novel reference architecture
with different service layers and security services.

2) Initializing phase, using a security component diagram
that reviews the primary BigCloud security components
(BCSC).

3) Examination phase, using analysis pattern that describes
the basic structure while applying the solution.

4) Selection phase, using a novel security criteria election
approach that influences security in a BigCloud context.

III. BIGCLOUD SECURITY REFERENCE ARCHITECTURE

Many security threats regarding BigCloud platforms can be
mitigated using traditional security processes and techniques.
However, some security threats require cloud-specific
solutions. BD frameworks have different security vulnerabilities
and may be exposed to various threats. Thus, in addition to
setting BigCloud security service requirements and data storage
components, it is significant to define whose responsibility is
to protect them. Therefore, we specify a vocabulary of design
elements associated with BigCloud actors (system components)
by presenting the BigCloud Reference Architecture (BCRA),
which outlines cloud applications’ main components. In
general, the reference architecture is a template solution of an
interconnected set of clearly defined concepts consisting of a
domain-specific ontology. BCRA summarizes the relationship
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TABLE II
COMPARISON OF RELATED WORK ADVANTAGES AND LIMITATIONS IN IMPLEMENTING SECURITY BY DESIGN

Fig. 3. Reference architecture as part of the security management of BigCloud specification development.

between the security service and other cloud services as well
as their functions. Further, the BCRA model defines a set
of implementational requirements and characteristics that
can be used for orchestrating a secure BigCloud ecosystem.
Therefore, it relates to companion security requirements and
features that are the basis for designing a reliable BigCloud
implementation. Fig. 3 illustrates the five major cloud actors

of the BCRA framework, excluding the client itself: service
delivery, management, auditing, data, and security services.

It is worth mentioning that our reference architecture meets
the NIST work in [17]. Both reference architectures share com-
mon features, as both of them are not tied to any specific cloud
service provider or service model. Both architectures represent a
set of actors and functions used in BD over the cloud computing
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definition. However, NIST work targeting BD operations in the
BigCloud environment in a generalized manner without provid-
ing a design definition of specific BD-related domains. Doing
so, can guide a high-level conceptual model for decision-making
effort, but not developing a comprehensive BD solution. For
instance, our RA proposes different BD services and their spec-
ifications, e.g., data services that include data lifecycle, which
defines a solution and its implementation. Hence, BigCloud
RA is tailored to facilitate the discussion of BD requirements,
design structures, and operations inherent in the cloud deploy-
ment model. Besides, our work reports on a set of views and
descriptions that are the basis for discussing security-by-design
characteristics, uses, and standards for BigCloud deployment.
Section III-B further presents the characteristics used, as well
as standards for describing BigCloud security in detail, whereas
Sections IV and V present BigCloud security-specific elements
and considerations, respectively.

A. BigCloud Reference Architecture Components

1) Client Security: An entity (organization or user) that has
a formal contract or arrangement to maintain a business
relationship with a cloud provider to use IT resources and
other services made available by the provider. The cloud
client security complements the providers security and
components. The client accesses the service by applying
a session that defines interaction security, using SLA and
policies. The session establishes client permissions and
log method, and it even configures session timeout values.
These sessions have the effect of mirroring services across
all layers and system components. Assuring the session’s
availability regardless of whether there is an attack (e.g.,
denial of service) or a system failure is in the BigCloud ser-
vice provider’s interest, along with securing access, user
identification, and authentication. Providing the needed
level of training and awareness among users (such as
strong passwords) are considered a common interest for
both the client and provider.

2) Service delivery: This represents the three types of cloud
delivery models in the form of layer abstractions: IaaS,
platform-as-a-service (PaaS), and Software-as-a-Service
(SaaS). Fig. 2 shows how each layer defines its role
(operation and function) within the BD stack. These roles
require input and interaction between customers and the
service provider. The service delivery layers serve as a
simplified translation of business demand into technology
and operational capabilities. The service delivery model
is shaped and presented from a BD viewpoint. It focuses
on the BD framework service delivery as cloud-service
abstraction layers.

In an IaaS deployment, the capabilities are split into
hardware, network, and runtime environment. Fundamen-
tal computing resources, such as CPU, RAM, and band-
width, are at the base of the model. While the runtime
environment can deploy and run arbitrary software that
includes operating systems (OS), virtual machines (VM),
and containers, the client does not control the underlying

infrastructure but has limited control of select networking
components (e.g., host firewalls and virtual networks).
Modern BD schedulers utilize the containers as a runtime
environment of their applications [26], [27].

PaaS deployment describes the relationship between
the cloud provider and the cloud client. The capability
granted to the client is to deploy applications using li-
braries, programs, services, and tools established by the
provider. The development environment consumes the
runtime services (VM, etc.) from the previous layer, so
the user has administrative rights over deployed applica-
tions and configuration settings for the application-hosting
environment. For instance, a client can select the BD
platform (e.g., Apache Hadoop [25] and the execution
engine (e.g., MapReduce [28] for a batch query, Spark [29]
for microbatch, or Storm [30] for real-time processing).

Finally, the SaaS deployment layer provides high-level
capabilities such as postprocessing operations and visual-
ization capabilities. However, the client does not manage
or control the cloud infrastructure and the development
or runtime capabilities. For this reason, only the cloud
service provider is responsible for efficiency and security.

3) Management services: The capabilities that enable the
management of the service-delivery model. Typically,
these are services to which the provider connects rather
than the client. They refer to a set of services designed to
ensure that other cloud components are working optimally
for BD framework operations. Moreover, management
services present an entity that manages the operation and
interaction between the client and the cloud provider.
Thus, it is critical to maintain the same security levels for
the service delivery layer as for large-scale security moni-
toring [31] and continuous system-security auditing [32],
while retaining authentication and authorization access
control. The cloud provider must assure and maintain over-
all proactive security governance of management services.
Different BD frameworks can be implemented to harness
management services For instance, Apache Zookeeper1

for BD ecosystem orchestration and Apache Ambari2 for
cluster deployment and provision service.

4) Auditing services: This includes the assessment of cloud
services, operations, performance, and security auditing of
cloud implementation [31]. It also assures system avail-
ability, quality of service, and recovery plans. Security
auditing defines and reports on security policies (e.g.,
password complexity levels). Furthermore, it evaluates
recovery policies and the quality of security services,
while maintaining the reporting of security incidents. A
multireplica dynamic auditing of public multitenant data
storage on cloud computing is reported in [34].

5) Data services: The underlying data service provides stor-
age capacities on demand, either within virtual disk drives
using a hypervisor and containers or with direct access to
physical storage. The tasks associated with these services

1[Online]. Available: https://zookeeper.apache.org
2[Online]. Available: https://ambari.apache.org
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include all data stages from data collection (generating
structured or unstructured data) to data in rest within file
systems (FS), databases (DB), and object storage (OSt) as
illustrated in the Fig. 3. These services also include data
movement, also known as data placement, from storage
to VM, and vice versa and other data operations and
processing services, such as storing meta-data. The im-
portance of these services is magnified in data-intensive
batch-based systems (e.g., Hadoop MapReduce). Since
data must materialize in storage before the process can
begin, these services must provide the capability to backup
and restore data by establishing data protection policies at
the service layer.

6) Security services: They define a broad set of technologies,
policies, and controls deployed to protect data, services,
applications, and the associated infrastructure resources of
cloud computing. By managing the on-going delivery of
security, these services represent the capabilities of the
security life cycle. The RA verifies that the BigCloud
security is a cross-cutting interest that influences all the
components in the model.

B. BigCloud Security Characteristics

Due to its inherently remote operations, resources cotenancy,
distributed management, and administrative control, ensuring
the privacy of BD workloads while outsourcing computation is
crucial. Customers do not have direct control over the systems
that consume their data because of the clouds black-box nature.
The following are the most pressing challenges in assessing data
protection before a move to the public cloud.

1) Data residency: This refers to the physical geographic
location of the data stored in the cloud. In conventional BD
systems, such as on-premise clusters, the geolocation of
data is always known and, thus, controlled. When deploy-
ing a BigCloud system, the physical location of the data
is no longer known or fully trusted. Data residency also
includes data flow, file locations, and data input/output.

2) Data privacy: This describes the ability to limit data shar-
ing in BigCloud systems, including third parties through
an organization or individuals. Maintaining an appropriate
data privacy level can be achieved by exploring various
technologies and tools, including encryption [36] and
virtual mapping [35]. Other solutions include modifying
policies and legislation to prevent unauthorized access or
use of data. However, defining legal ownership, respon-
sibilities, and privileges of data between owner and data
custodian can alleviate privacy threats.

3) Data ownership: A serious concern within BigCloud data
processing is data ownership. When clients transfer their
data to the cloud, the primary processor of that data is then
not the physical owner but the provider. Consequently,
a new threat parameter is raised regarding trust in that
provider. Clients cannot be sure how the cloud system
manipulates their data or whether the processing complies
with their demands.

IV. BCSC MODEL

Any software system consists of a vocabulary of design
elements, a set of configuration rules, and a semantic inter-
pretation to refer as component model (or diagram in UML).
The technology-agnostic BCSC model represented in Fig. 4 is
a logical extension of BD application security in cloud com-
puting definition. As highlighted earlier, BCSC is a generic,
high-level conceptual model that facilitates the understanding of
successful implementation of trusted BD in a cloud environment.
From this perspective, it summarizes operational intricacies
and component interaction of BigCloud security. The BCSC
does not represent the system architecture of a specific cloud
vendor. Instead, it is a framework for describing, evaluating,
and developing a system-specific architecture using a shared
cloud security component of reference models, along with their
activities and functions. This actor-based model is intended to
serve designers by representing the overall view of roles and
responsibilities for the assessment and management of risk by
implementing security components and controls.

The BCSC model specification relies on the predefined Big-
Cloud RA components described in Section III. By analyzing
these components, we conceptualized a BCSC model to rep-
resents the implementation of security-specific techniques and
subcomponents. The proposed model demonstrates the security
process and attributes (actions) that influence, and are influenced
by, the BCSC and describes the structural relationships among
them. In fact, the BCSC model is a logical design constructed
with replicable items (i.e., the subcomponents and security tech-
niques can be modified according to use-case). This approach
ensures reuse and substitutes these components and actions
within any BigCloud application security design. It also offers
the architects a reference model to verify that the installed
security plan/design meets their system security functionality.
Moreover, it can be utilized as a communication tool for var-
ious development groups, as well as project stakeholders and
implementation staff, as it provides a high-level, architectural
view of BigCloud security. This model assists considerably
in formalizing the implementation roadmap for the security
integration.

The BCSC model consists of five main components: client,
data service, management service, auditing service, and IaaS
service-delivery security. Sections V-A and V-B further discuss
security-related considerations of targeted subcomponents. The
BCSC model is also composed of three security processes
and two aggregation points. These processes (described in
Section V-C) represent a set of techniques, tools, and method-
ologies to achieve their goals. On the other hand, the aggre-
gation points facilitate the diagram with a decent and uncom-
plex view. The BCSC aggregation point, located in the center
of the model, resembles integral components (i.e., it can be
implemented among all of them). The relationship between
components and other entities is represented by two indepen-
dent arrows, where the arrowhead connects with the provider.
The continuous arrow resembles the entities interactions (or
influence), while the dashed arrows represent the client’s
interaction.
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Fig. 4. Novel BCSC diagram as a structure of software design pattern with associated security attributes.

V. BIGCLOUD SECURITY-RELATED CONSIDERATIONS

This article offers an extensive analysis of BigCloud IaaS
service delivery and data-service security. However, due to the
vast research area, an in-depth examination of management,
auditing, and client service security are not within this research
scope. These items offer material for future work or an open
research direction. Herein, we examine the implication and
remediation of the most relevant security components in the Big-
Cloud paradigm: IaaS service-delivery security and data-service
security. This section discusses other security considerations
and processes when implementing a BD system within a cloud
development model. These security threats mainly originate
from issues such as multitenancy, loss of control over data, and
trust [42].

A. IaaS Service-Delivery Security

The IaaS service delivery represents the technology stack
in which each layer provides services to the layer above. The

reference model categorizes security services among the IaaS
layer to a runtime environment or hardware and network compo-
nents. The BCSC diagram specifies these components in detail
by charting out the IaaS service-delivery layer as follows:

1) Hardware security: Hardware resources (e.g., CPU caches,
GPUs, and RAM) deliver their services in a scalable way
by sharing infrastructure. The underlying resources that
provide this infrastructure were not often designed to
offer robust isolation features for multitenant architecture.
A virtualization hypervisor or container mediates access
between guest OS, and these computing resources are
utilized to address this issue. Security measures should
still be employed to ensure that individual customers do
not impact the processes of other tenants operating on the
same cloud provider.

2) Network security: Provides the network connection that
supports IT activity, which includes network fabric, vir-
tual local area networks, connectivity, and segmentation.
Network services are responsible for delivering clients
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data to storage capacities and linking system components.
They also support a secure movement of BD meta-data
and pass the workload to the process units among all
service-delivery layers. Connection security is a critical
factor in securing the delivery of services; network and
communication carriers provide the distribution of any
BigCloud services. Due to its significance, the network
architecture design should treat client connections with a
minimal level of trust. Clients will always access cloud
services using a remote network connection. A set of
security measures should be employed to mitigate chan-
nels (and network services such as DNS) that transmit
data to and from cloud structures. Secure sockets layer
(SSL), transport layer security (TLS) encryption, and VPN
technologies are examples. Firewalls should also deny any
attempts to access a BigCloud service from a session that
should not be connected to that service.

3) Hypervisor and container security: Virtualization tech-
nology is a technique that allows multiple OS running
concurrently on a host environment. It is also a resource
abstraction component that ensures efficient and reliable
usage of underlying physical resources, including com-
putation and storage. This resource abstraction acts as a
security component by itself, using proper configuration,
and permissions. A cloud provider would utilize hypervi-
sors or containers for resource pooling. Doing so, provides
and manages secure access (among other advantages) to
its physical computing resources. The security aspect be-
hind this subcomponent refers to access control (ensuring
authorized access to services, data, and other components)
and usage monitoring. The security topology should not
expose user interface (UI) service functionality to nonpriv-
ileged users. Malware scanning should follow that access
control, ensuring comprehensive security monitoring of
the whole environment [58]–[60].

4) Host OS security: Operating system security commonly
involves configuring the host OS that supports the virtu-
alization environment. As with all OS configurations, a
fundamental approach is to reduce the attack surface to an
acceptable level. For instance, OS images used by a cloud
provider can introduce risks to the cloud client when using
preowned VM. The main threat arises in uploading images
with built-in Trojans. Thus, the authentication level to
minimize the risk will depend on the overall risk strategy
and threat surface model.

B. Data Service Security

Data service security includes data protection and monitoring
in the three stages of the data-security lifecycle data-at-rest, data-
in-motion, and data-in-use as follows:

1) Data storage (data-at-rest) security: The primary capa-
bilities of data storage, include managing the storage re-
quired by BigCloud frameworks. However, modern cloud
storage components can implement backups (including
virtual storage). These backups may consider a remedia-
tion technique that promotes working with the process to

create snapshots at regular intervals. Another way that the
storage component can collaborate with the hypervisor or
container is to allow for workload migration and storing
metadata among host compute nodes. Data storage secu-
rity services must cover FS, DB, and OSt security scanning
(data content discovery) to identify and locate sensitive
content (e.g., credit card numbers). This method supports
data compliance and auditing efforts by providing compre-
hensive reporting on the effectiveness of data storage pro-
tection mechanisms; it also guides decisions on security
measurements for implementing data encryption (disk-
level encryption) and masking, removing, or warning the
file owner. In general, data-at-rest is considered more
vulnerable than data-in-transit [37]. However, Hadoop
normal mode does not provide encryption functionali-
ties at their distributed file system (HDFS), which leads
to the generation of Hadoop security-complementing
ecosystems.

2) Data transfer (movement) security: Data transfer can be
classified, based on the connection domain zone into
internal and external data movement. First, internal data
transfer occurs between storage capacities and process-
ing units. This communication usually takes place at the
platform layer. The BigCloud should consider the internal
network as an untrusted network alongside the Internet.
Hence, all data transfers (including the meta-data) should
be handled with the same level of minimal trust. However,
ensuring a high-level of security requires 1) encapsulating
the data workloads; 2) sniffing the traffic on the network
using proxies (to identify the content); and 3) monitoring,
reporting, and blocking abnormal bandwidth usage (using
central policies) based on the traffic type.

Second, the external data transfer occurs between the
client and the BigCloud provider. Here, the network acts
as an intermediary that provides data transport using dif-
ferent communication methods, from dedicated network
channels to the open Internet. Using the Internet is still
the dominant pattern as it cuts costs. In this case, it is the
clients responsibility to recognize the full set of security
measurements to secure the data migrated to the cloud,
as data can be intercepted in transit. On the other hand,
the cloud may require the network provider to provide
secure connections between it and its clients to reduce
vulnerabilities (e.g., man-in-the-middle attack) in Internet
transmission channels to a minimum. The network service
provider should maintain security control points, maintain
security testing, and prevent suspected tasks.

3) Data processing security: This refers to securing the
processing environment. High-reliability data execution
may be achieved by I 1) harnessing robust distributed FS
permissions and 2) enforcing isolation among computing
instances, workloads, and applications. Therefore, it is
ideal to protect platform/application configuration file(s)
with appropriate access control. Doing so will prevent the
attacker from modifying these critical settings. According
to a recent classification of malware attacks in IaaS exe-
cution environments [53], 71% of these attacks target the
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TABLE III
COMPARISON OF KEY SECURITY MECHANISMS OF DATA STAGES

hypervisor denial-of-service. In contrast, fault tolerance is
the most important aspect when discussing data processing
security. To support high reliability and availability of
BD operations, data blocks used to be duplicated across
multiple nodes. This traditional approach was costly and
returned with a moderate performance in massive op-
eration scales [46], which lead to the advancement of
modern large-scale distribution storage systems with era-
sure coding techniques. This storage technique provides
the same level of fault tolerance with much less storage
space and has been implemented with the HDFS [38].
Providing cell-level encryption for HBase on the runtime
was proposed in [53] by Intel.

C. Security Processes

1) Security Mechanisms: Table III maps the data life-cycle
stages to the primary implemented security mechanisms. The
table illustrates that data-at-rest is considered the most vulner-
able, so it requires a larger number of security mechanisms.
Both data-replication and erasure-coding techniques consider
fault tolerance utilities while an encryption and protection of
the integrity of data in the transition stage is expected. The
use of an adequate data sensitization technique to deliberately,
permanently, and irreversibly remove or delete data after ending
the service contract must be set at the SLA. Preserving com-
posable security for high-level abstractions of data analytics
and mining is also of security interest. On the other hand,
secure computations in distributed data-processing frameworks
that are deployed over decentralized clouds (e.g., edge and fog
clouds) should be considered within the security design. In the
meantime, these architectures demand real-time security and
compliance monitoring.

As mentioned earlier, Hadoop standard security configura-
tions may lead to several vulnerabilities. This issue can be
tackled by utilizing the latest Hadoop 3.0 secure model, which
consists of a service level of authentication and authoriza-
tion [43]. The security issues of BD authentication are ex-
tensively discussed in [47]. Traditional data encryption may
be employed at different layers according to Hadoop 3.0 [44]
namely, application-level, database-level, FS-level, and disk-
level encryption, in which HDFS-level encryption is placed
between the database and FS-level encryption. Accordingly,
HDFS continues to provide reliable performance, while BD
frameworks run safely over encrypted data. This encryption
level limits the runtime level attacks as the OS interacts with
encrypted data blocks. Besides, several BD security frameworks
may be utilized in synergy toward a comprehensive security
solution [48].

Other BD-specific tools and techniques to improve the secu-
rity ecosystem may include, but are not limited to the following:

1) Apache Knox gateway [49] over HTTP/HTTPs, which
provides perimeter security with REST application pro-
gramming interface (API) authentication and control ac-
cess gateway utility for Hadoop clusters and ecosystems.
Apache Knox may also provide end-to-end wire encryp-
tion using a key-store to hold the SSL certificate and SSO
plugin [50].

2) Apache Ranger [51], a security orchestration framework
with centralized administration and UI to enable, monitor,
and manage data security across the Hadoop Yarn clusters.

3) Apache Sentry [52], which provides the ability to establish
fine-grained (role-based privileges) authorization on both
users and applications data and metadata within Hadoop
clusters.

2) Security Design and Architecture: It is essential to address
the BigCloud-specific security demands to completely illustrate
the various security components in a conceptual context. These
demands may be summarized as follows.

1) Continuous vulnerability assessment and remediation.
2) Data recovery capability.
3) Maintenance, monitoring, and analysis of audit logs.
4) Automation data protection.
After identifying the security component and functional re-

quirements for the adoption of BD in the Cloud, it is of research
interest to highlight security design guidelines when prototyping
a BigCloud system:

1) Component-based architecture: Quickly add new behav-
iors.

2) Highly available: Scale to very serious workloads.
3) Fault tolerant: Isolated processes avoid cascading failures.
4) Recoverable: Failures should be easy to diagnose, debug,

and rectify.
5) Broad network access.
6) Decreased visibility and control by client.
7) Dynamic system boundaries and commingled

roles/responsibilities between client and provider.
3) Vulnerabilities: These are exploitable system bugs, and

they can be exposed remotely across all cloud-service delivery
layers. Attackers mainly target the vulnerabilities within the
OS (system kernel, libraries, and application tools). Hence,
all services, components, and data face significant risk. Plenty
of remediation mechanisms (spanning from planning a secure
design to performing compliance testing to validate the security
measurements) may be implemented. Moreover, modeling risk
patterns and vulnerability scanning, followed up by installing
security patches, can mitigate security gaps, as appropriate
risk patterns can capture most vulnerabilities [39]. According
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Fig. 5. BigCloud security analysis pattern (BCSAP).

to [45], over public clouds, Hadoop suffers from an overloaded
authentication key and the lack of fine-grained access control at
the data access level.

VI. STRUCTURED SELECTION OF BIGCLOUD

SECURITY SERVICES

Security election is a control element that shapes policies,
practices, procedures, and responsibilities of the IaaS cloud
provider. Aiming to better understand this process, we pro-
pose the BigCloud security analysis pattern that captures an
abstraction of threats using several attributes, behaviors, and
expected interactions. These entities are employed to achieve
security goals and provide general design guidance to eliminate
the introduction of vulnerabilities.

A. BigCloud Security Analysis Pattern

Fig. 5 presents the elements and concepts of a secure Big-
Cloud model and the relations between these components. We
propose the BCSAP patterns for a structured domain knowledge
election using the context-election pattern proposed in the cloud
system analysis pattern [54]. Furthermore, the relations between
existing context patterns and the BCSAP are defined in Table IV.
The BCSAP shows a meta-model that forms a uniform basis
for the current and future BigCloud security deployment. The
generalization of its elements creates the basis of a pattern
language that ships other deployment architectures (e.g., fog
and mobile edge-cloud security).

B. BigCloud Security Requirements Election

Hosting data off-premises increases the number of potential
security risks. By considering the security as mentioned in
the BCSC, we divided the security issues, requirements, and

TABLE IV
PATTERN RELATION BCSAP TO THE CLOUD PATTERN FROM [54]

characteristics of BigCloud secure deployment. The following
sections give details. Fig. 6 is a model designed to guide policies
for information security life cycle within BigCloud systems.

In this model, the input phase is a set of security use cases,
requirements, and patterns that realize a well-defined and struc-
tured security business intelligence and policies. The security
method is a description of a process for accomplishing a security
objective, usually expressed in terms of tasks and their depen-
dencies. Hence, we refer to different defense security layers
(from the gateway to the core defense) as security methods,
which may explain as follows:

1) Security Initialization: This policy establishes the level
of security design by describing security requirements through
analyzing the security goals and use cases. This process is
implemented using a SLA with an IaaS client.

2) Gateway: In a cloud deployment architecture, where a
multitenant environment is a dominant model, it is critical to
control the clients access to the internal cloud entities (resources
and services) by defining, which users and groups have access
to a specific entity. In the case of BigCloud, these entities are
represented in the direct environment. A cloud gateway in this
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Fig. 6. TDE analysis pattern with encryption zones granularity in a BigCloud system architecture.

context is a single sign-on layer that links the client requests, off a
dashboard, to the authorized entity of a cloud SW stack securely
and efficiently. This layer verifies the external client’s access to
the system using their user ID and passwords. Every client user-
name and IP address has to be in the client’s host file (/etc/hosts)
or DNS table, and it has to match the client’s given password.
This process may also include Apache Knox, a unified gateway
framework for Hadoop services and ecosystems that can be
utilized as a SSO gateway. When connecting to a BigCloud
cluster, there are two methods of authenticating the access. The
first is a simple username/password identification approach. The
second is an authentication using Kerberos protocol (authentica-
tion based on tokens). Each client and service must be authenti-
cated by Kerberos keytab file (binary containing the information
needed to log) to initialize trust between a client/application
and the BigCloud components. Authentication for access to the
Hadoop services web console requires enabling HTTP SPNEGO
protocol as a backend for Kerberos credentials. Thus, the two
approaches prevent unauthorized access to the stored data.

3) Access Control: In a BigCloud-based business intelli-
gence environment, several user roles need to be enforced at the
service level [64]. These roles must be provisioned dynamically
to ensure large-scale participation while maintaining access
control [61], [62]. This process improves security controls for
authentication and authorization and enforces access discussions
to meet BigCloud regulatory compliance. For instance, after
users log-on to the cluster, the system must assign authorizations
(i.e., access rights over a given service). The system manages
access in the context of a specific service, resource, and data
functionality provided by the cloud service provider. BigCloud

should support a robust set of role-level security that can be
utilized to configure the right level of application authorization
for different user types, such as defining the users and groups
who are authorized to make service calls to cloud storage ser-
vice [63]. The call will pass the authorization check only if
the user making call belongs to an authorized service entity.
In general, the BigCloud platform security model supports three
levels of permissions within IaaS:

1) Application level control, which users and groups are able
to create, modify, and publish data within a BD application
run within a specific execution engine (e.g., Hadoop). A
client can submit jobs and query results of a predefined
framework with limited access to the data.

2) Framework level controls, which users and groups are able
to deploy, configure, and administrate a BD framework
(e.g., MapReduce, Spark, Storm) over the given cloud
instances. A client may access the runtime variables, paths,
add/remove processing features, and change the scheduler
(e.g., Fair or capacity) and the resource manager (Hadoop
Yarn, Apache Mesos, etc.).

3) Runtime environment level controls, which users and
groups are able to query and manage the runtime environ-
ment (VM, containers, OS, etc.). However, the client does
not control the underlying infrastructure but has limited
control (based on the SLA policy) to select networking
components (e.g., virtual networks) and to select the OS
and VM capacities and configurations.

4) Data Governance: BD sources and types can vary in
their nature with multiple data processing patterns generally
formulated as trees, graphs, or workflows. BigCloud should
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enable a client to maintain high data quality throughout the com-
plete lifecycle of the data with flexible mechanisms that store
and access such data sources independently from their specific
format. Moreover, metadata formalisms should be defined and
used to describe the relevant information associated with data
sources (e.g., location, type, format), enabling their access, use,
and administration. A common platform is also essential for
metadata exchange and storage within the different elements.
This design will assist in supporting policies consistently across
the BigCloud components. Apache Atlas provides data gover-
nance capabilities for the Hadoop stack and helps in searching,
classifying, and managing data.

5) Data Integrity: Storing clients critical data over a cloud
model requires robust data integrity and availability mecha-
nisms. Cloud clients want to ensure that BigCloud provides
appropriate data privacy and integrity between all components of
the system as well as the data source with which they communi-
cate. Supporting the appropriate security for these connections
is imperative by ensuring adequate consistency and accuracy
of data-in-transit. A block of data fetched from the storage
FS or DB (e.g., an HDFS DataNode) could arrive corrupted
due to faults in the storage device, network faults, or buggy
software, as well as abuse or attack. Several approaches are
implemented to tackle this issue, such as checksum checking
on the transit data or wire encryption. Wire-security for data
transfer between web console and client may be managed via
TLS and its predecessor, SSL cryptographic protocols HTTP
communications. The cloud provider can configure BigCloud
Business Intelligence so that all communication between every
component of the cloud system, as well as with the web–client
traffic is secured using TLS/SSL.

Another implementation of end-to-end encryption relies on
providing secure communication over public networks. In this
case, all REST APIs offered by BigCloud components (like
Apache HBase, Hive, and Oozie) are enforced to pass cryp-
tographic protocols. Doing so, requires creating a key store
to hold the TLS/SSL certificate and set up environment vari-
ables. It takes two stages to set up a secure connection. The
first uses digital signatures and asymmetric cryptography for
authentication, while the second stage is for data transmission.
Fig. 7 summarizes client connection to BigCloud services using
a public network. After a secure session is established (steps one
and two), both the client (e.g., result query) and BD frameworks
(e.g., HBase data fetching) may access the data securely. The
same approach applies to authenticate the internal components
of communication upon an SLA policy. For instance, SSL certi-
fication to secure connection between the access control and the
data storage requires either a self-signed or an authority-signed
certificate. Thus, admins need to configure SSL on REST server
(e.g., SSL-server.xml file) and configure a universal key-store to
hold the SSL certificates.

6) Data Confidentiality: This requirement assures that a
given stored data cannot be reached by any client/application
except those who hold permission. Thus, data confidentiality in
general aims at preventing protected data from being inappro-
priately accessed. It preserves authorized restrictions on data
access, including job metadata. Cryptographic encapsulation

Fig. 7. Implementing data encryption discussion over BigCloud components.

enforcement by using distributed cryptographic protocols, such
as public key infrastructure (PKI) and identity/attribute-based
encryption, is a common trend. This security layer also includes
validity and recoverability approaches as Hadoop 3x starts uti-
lizing erasure coding for fault tolerance. However, aiming for
data confidentiality, Hadoop’s HDFS implement end-to-end en-
cryption with so-called transparent data encryption (TDE) [57].
These HDFS encryption sets are at the file-level of on-disk data
and are stored as NameNode metadata. Further, HDFS TDE
operations rely on encryption zone level of all components of a
path, which means all files designated zones are encrypted on
disk. In context, transparent at-rest encryption implies that the
client/application access data without being aware the data was
encrypted. It also indicates that data are automatically encrypted
and decrypted on-the-fly as it is read or written. In However, it is
not meant to hide sensitive data (e.g., data masking technique).
Nevertheless, security policies like masking can be implemented
on top of TDE data as a postdecryption.

Fig. 6 shows the confidentiality layer components, stages,
and granularity levels within a BigCloud ecosystem. Ensuring
adequate services and data confidentiality while the client is
signed into a privileged BigCloud session requires several layers
of control. These layers for controlling data confidentiality are
separated across four essential strategies. Table V discusses
these strategies by grouping similar techniques and mechanisms
into the same layer of granularity. The table further specifies both
the solution domain (threat category) and the solution limitation
over a BigCloud security stack.

On the other hand, TDE encrypts HDFS data at rest (on disk)
using an interaction of multiple components and security keys.
Next, we illustrate these components and stages by defining
these components and encryption steps.

1) Enforcer UI is a panelboard that is a subset of the general
management panel to provide connectivity among the se-
curity services and customers. It also acts as a registration
authority for all of the external logins and all REST APIs.
As a first confidentiality stage for verifying client’s calls,
it employs either simple username/passwords or a third-
party protocol such as Kerberos authentication. Addition-
ally, system admins manage the process (create, edit, and
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TABLE V
BIGCLOUD DATA CONFIDENTIALITY GRANULARITY

delete policies) for the clients, groups, and applications
that can use the service through the UI tool.

2) Central access authority (CAA) is a policy-based authority
that keeps issuing the encryption service that controls
the client access for BigCloud customers. However, it
represents the primary stage of the data confidentiality
process that releases access policies and functionalities
by matching each user/group with its granted permission
key and enforcing encryption discussions.

3) Key management service (or Server) (KMS) is a validation
entity that approves client/application reading and writing
permissions to the service (encrypted zone). Upon passing
the KMS, it affords the master key to encrypt or decrypt the
data. In this context, all of the policy creation, encryption,
and decryption processes of data encryption key zones are
managed in the KMS layer. Apache Ranger may utilize as
a third-party KMS.

4) Encrypted Zone (EZ) is a unique file path (a directory
or a database) the contents of which are transparently
encrypted. When establishing a new encryption zone, a
single encryption key is associated with each of these
zones. Moreover, the content files within these zones hold
a private data encryption key. These keys are never handled
directly by the CAA, as they only see a stream of encrypted
chunks.
a) Create Key: After creating the targeted EZ, the admin

creates a key for each particular zone (EZK).
b) Create Policy: The admin launch policy against

each EZK, which spawn service inclusion (who can
read/write to the EZ) and add clients/applications to
that policy.

5) Encryption Layer: The client/application informs the
CAA it wants to write a file (e.g., SQL client accessing
Hive) to a particular EZ. The CAA requests the KMS to
return an encrypted data encryption key from the key store

by establishing a trusted connection between the server
and the key management server. The client may use that
key to write/encrypt to the EZ and read/decrypt from the
file. The CAA stores the encrypted data encryption key in
the metadata store.

It worth mentioning that the CAA does not control directly
the data encryption keys (encrypted data in the files), but it uses
an encrypted data encryption key that can only be decrypted by
the clients data encryption.

Confidentiality must be maintained throughout the complete
data lifecycle. However, herein, we highlight the BigCloud con-
fidentiality challenges in terms of data halt, where confidentiality
is delivered typically via data encryption techniques. Table V
represents a comparison of data confidentiality granularity with
related approaches to data security within the BigCloud system.
Medium-grained encryption (MGE) enforces the decision of
which files and directories to encrypt on clients behalf (i.e.,
clients discretion) thereby protecting the swap space, OS, con-
tainers, and temporary files as well. MGE, however, does not
replace the fine-grained encryption (FGE) in all scenarios. The
VM encryption may be employed in conjunction with the file-
based encryption, seeking secure multilayer encryption imple-
mentation.

On the other hand, FGE management operates over individual
files, directories, and tables (i.e., accessible HBase/Hive DB
table columns, Kafka queues, and HDFS file-level of access).
With the ability to encrypt each of its components with a separate
encryption key, the FGE provides flexible policy decisions and
high-performance encryption. Therefore, FGE provides greater
overall protection as it stays encrypted through the rest of the
layers. However, this protection is at the cost of increased
complexity (i.e., it is more comfortable to encrypt a hard drive
than a specific cell for instance). FGE has to be associated
with a robust access control mechanism and enabled wire
encryption.
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HDFS is a Java-based framework that requires a JVM environ-
ment and contact with the Linux kernel FS before reaching the
stored data in the disks. Hence, the machine kernel security (of
OS-level) is concerned with security design when processing
sensitive data over a public cloud. Utilizing TDE could po-
tentially cause slight performance degeneration as additional
process layers are attached. However, doing so, is justified and
acceptable compared to potential threats. Alternatively, direct
access to the multitenant database may be restricted to specific
admins (e.g., DBA). The clients service calls may be routed
through an intermediate business layer, which enforces secu-
rity checks, including means for protecting personal identity
and proprietary information. Moreover, visibility labels may be
utilized by tagging cells in a table (e.g., Apache HBase) and
controlling access to them. This method restricts the access to
specific subsets of labeled data in a fine-grained manner.

In Table V, the coarse-grained encryption is the easiest to
implement and manage, and it is the most flexible security ap-
proach. This layer limits the system access (e.g., cluster) in a sin-
gle access point, such as an SSO using username/password au-
thentication or Kerberos protocol. In contrast, the mediumMGE
works on the runtime environment (i.e., VM access control and
encryption). This reasonable compromise shifts the complexity
of a solution to the required level of isolation especially when
implemented with other confidentiality layers. The next two
layers (fine-grained) are the most secure yet complex approaches
to acquire; they require very detailed policy definitions including
the DB, data node, and even control decisions on the file paths
and the specific rows, columns, and cells of the target storage.

Azure disk encryption allows the encryption of IaaS VM disks
by leveraging the volume encryption for the OS and data disks.
This solution also ensures that all data on the VM disks are
encrypted at rest in the medium-grained stage of cloud storage.

7) Auditing and Analysis: To cope with the modern security
demands of large-scale distributed clusters, as in a BigCloud.
Any security architecture should be able to perform security
auditing and analysis at the service level. Security auditing and
analysis aggregates log files and reports and provide a robust
audit capability within different components of the BD ecosys-
tem. This layer may also afford information by performing
security and risk assessments, tracking data pipeline audit logs,
and examining behavioral analytics to meet their compliance
demands within BigCloud. Examples of this may include inci-
dent reporting, behavioral and data activities analytics, daemon
(processes starting under the framework and running in the
background) logs, and risk assessment of the system compo-
nents regularly. This feature does not only identifying security
issues but provides a sophisticated alert engine that identifies
security vulnerabilities and shows insights. Apache Eagle is an
open source analytics solution for the Hadoop frameworks and
applications [65].

8) Orchestration and Automation: With the increasing num-
ber of different security frameworks, policies, and products in a
cloud stack, the connection and integration of these tools is a cor-
nerstone behind inclusive security. This process is called security
orchestration, and it brings together these various technologies
to work in harmony for the benefit of its customers. It is crucial

to standardize and model security to enable interoperability
among the various security subcomponents and products. This
aids in supporting the heterogeneity of security deployment
over IaaS using various security layers and tools. By bringing
together security components consistency, it improves efficiency
and effectiveness of security management and the processes
surrounding them.

Moreover, the synchronization of the security ecosystem
helps security admins and clients to make more informed deci-
sions and aids in better specification development. Security or-
chestration involves advanced automation procedures by assem-
bling security alerts across the ecosystem. By enabling universal
alert repository, security implementers may execute automatable
mitigation policies and standardized reactions scenarios. This
feature strengthens the overall security operations and supports
the right incident response. Apache Knox provides a common
platform for frameworks interaction by abstracting the policy
exchange. Likewise, Apache BigTop [56] equips the stack with
comprehensive packaging, testing, and configuration of BD
frameworks. Bigtop supports a wide range of components/tools
continuous integration using Jenkins server. Putting all of the
previous in context, Fig. 8 represents modeling the security
requirements election by instantiating the BCSAP and Apache
security frameworks with core components highlighted.

VII. SUMMARY AND OPEN CHALLENGES

Security-by-design can be defined as the process of analyzing
all security solutions and select the most suitable approach
by taking into account the security requirement, performance,
and cost to be implemented in the early stages of the system
deployment. It is, indeed, a software engineering approach that
embeds various approaches that include, but is not limited to,
security analysis patterns, security requirement modeling, threat
modeling, attack graphs, and security components diagrams.
However, despite the importance of BigCloud security by de-
sign, it has not been significantly explored in the literature.

In this article, we argue that the realization of BigCloud
security-by-design as a cross-layer objective in the system de-
ployment life-cycle will shape the design of robust security
architecture and guide its applications’ security development as
a mainstream development approach. Hence, BigCloud applica-
tions are composed of a robust security and privacy architecture
that enforces the required authentication, authorization, data
confidentiality, data integrity, data availability, data privacy, au-
ditability, and nonrepudiation requirements from the foundation
secure.

To cope with the challenges mentioned earlier, we propose a
systematic research methodology for the security of BigCloud
adoption. By capturing the methodology stages, we design four
primary models that guide any BigCloud solution’s security
deployment. First, we design a reference architecture to sum-
marize the relationship between the security service and other
cloud services and their functions. Second, we offer a solution to
the main research question, which deals with BD deployment’s
security elements over the IaaS cloud model. Our solution
proposes designing a security component model consisting of
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Fig. 8. Mapping the BCSAP knowledge domain to the Apache BD security framework domain.

main actors that emphasize the separation of concerns for the
service functionality (data service security, IaaS security, etc.)
and nonfunctional security requirements at the beginning of the
design. Third, we propose a security analysis pattern that refines
the cloud context-pattern [54] in synergy to an extended CIA
triad [55]. It provides a set of guidelines for structuring BD
specifications, which relates a cloud design to its security envi-
ronment. Finally, we suggest a structured election method for
BigCloud-specific security selection. It delivers various insights
regarding the latest ongoing developments and cutting-edge
frameworks by mapping each security domain to its solution
knowledge.

A. Recommendations

1) BigCloud Provider: Deploying BD frameworks in
a cloud environment, whether private or public, demands
proactive thinking regarding security ramifications. Security
is magnified when considering the impact on clients sensitive
data. This is especially true when IaaS cloud providers
control the underlying infrastructure (storage, servers, and
networks), while clients have no control over these assets.
This shift of responsibility requires providing capabilities
to assure the functional properties of BigCloud security and
the trust concern between the BD owner and the IaaS cloud
providers. These concerns are based on a lack of control,
visibility, and governance while outsourcing the clients data
computation. Ensuring the security of BD frameworks over
cloud deployment architectures is a keystone to sustaining the
porting of BD applications to cloud deployment architectures.

A substantial effort has been made to solve the problem
of cloud quality-of-service evaluation [40]. Data security and
reliability are first-class considerations that play an essential role
in most cloud-computing contexts. However, there is a remark-
able research gap regarding the evaluation of the BD security
service within the cloud [41]. A security evaluation framework
can maximize the level of trust (between resource provider and
user) and minimize the risk to an acceptable level. Hence, BD
application implementers not only have a clear sense of whether
the provided service security level is high or low but can also
assist in improving the trust level among them. In this regard, a
security evaluation framework that identifies unimproved gaps
(according to security control elements) serves to converge BD
operations to vast cloud environments. Clients will consider

an IaaS cloud provider trustworthy, if they fulfill the security
requirements of a rigorous security evaluation framework.

It is still challenging to put forward such an improvement
plan unless it is based on the results of security analysis that
establishes clear security components and requirements. The
BCSC model accommodates the previous security evaluation
framework requirements. Cloud adopters, who are involved
in the development of BD solutions, may leverage the BCSC
to perform a security analysis that maps the installed/needed
security components. Further, the BCSC guides the security
designers in selecting the required security controls that best suit
their demands. Overall, an evaluation framework with interest
in BigCloud security would help in the following.

1) Meeting client satisfaction: BigCloud service providers
can provide adequate information regarding their system
security, which indeed raises client satisfaction.

2) Improving BigCloud security services: Security evalu-
ation can play a vital role in meeting client demands
by providing the IaaS cloud with security improvement
initiatives and gap analysis.

3) Managing security risk: Security evaluation results can
guide providers in detecting unimproved security gaps be-
tween their current IaaS cloud state and the ideal security
state.

4) Guide porting new BD execution environments: A secure
BD execution environment would serve to converge BD
operations with the vast cloud paradigms (e.g., edge cloud,
decentralized cloud, etc.).

5) Gaining competitive advantages: IaaS cloud providers
could use the results of the security evaluation framework
to remain competitive in the market.

2) BigCloud Client: In an IaaS model, security is a mu-
tual responsibility, so the client must pay attention to gain
security-by-design approval. In this regard, client awareness
is critical to achieve this goal. It is recommended to involve
developers in threat modeling, creating an easily legible sense
of awareness. Also, to carry out manual checks of the security
installations and test for certain security vulnerabilities. It is also
important to point out that expanding such an effort to include
data privacy is also considered a recommended practice.

Password management, typically, clients passwords are man-
aged using an encryption mechanism or digitally over plugins
and extensions. The clients have to ensure that cloud providers
protect their identity correctly and enforce strong and unique
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passwords. Other features used for automating the filling of
the password and sharing credentials, which are integrated to
the browser’s function over services (e.g., XML or REST) and
allow users to change and randomize passwords are required
to be testified by the client for better cloud service selection.
For instance, Azure Active Directory uses REST instead of
the traditional LDAP, which is meant to run SaaS applications
and provide identity management services. Meanwhile, AWS
provides fine-grained access control to AWS resources.

B. Open Challenges

Cloud computing is being steadily adopted as one of the dom-
inant paradigms of BD platforms. The cloud’s new concepts—
such as computation outsourcing, resource sharing, and ex-
ternal data warehousingincrease privacy concerns and secu-
rity threats. BD frameworks, as an emerging technology do-
main, lack model-driven engineering to secure IaaS clouds.
The software development methodology offered in this article
focuses on creating conceptual models that abstract the security-
solutions domain—delivering reference modules, basic require-
ments, main characteristics, and best practices for securing BD-
cloud operations. These concerns and security threats have been
addressed in this article by drafting security models for BD cloud
adoption. This article proposes a component model that manages
to standardize terminology, define key components and their
relationships, collect relevant solution patterns, and categorize
existing technologies. It also presents a reference architecture for
BD systems focused on addressing IaaS cloud deployment archi-
tectures’ security concerns. This article demonstrates how to use
this model for the development of practical security solutions.

The lack of specialized threat and attack modeling tools is
a leading deterrent in realizing the secure BigCloud vision.
In this context, the attack/threat modeling aims at facilitating
the simulation, instantiation, and optimization of the system
security to design domain-specific attack languages that simulate
possible attacks and threats graphs. As its primary target, this
challenge should have the description and proposal of workflows
for engineering and development of applications and systems,
where security modeling and engineering are fully integrated
into the software engineering processes. It will also enable
developing domain-specific knowledge that allows for more
reliable environments. Another goal is developing ontological
assumptions for the underlying vulnerabilities and deterrents.

C. Future Work

It is worth pointing out that our study targeting IaaS Cloud
service providers. The main threats and vulnerabilities affecting
other cloud services models like PaaS and SaaS have not been
considered and are out of this article’s scope. Adding these
levels may introduce additional unpredictable risks and should
be investigated in compliance with the principles of BigCloud
security-by-design. The methodology’s effectiveness depends
on continually updating the threats and vulnerabilities and taking
into account a more comprehensive set of assets. A future work
to extend this article finding could be investigating the BD
frameworks over both PaaS and BDaaS. In this regard, BD
as a service and storage deployment model, gains momentum

recently by providing perceptive insights into BD that drive
business intelligence and other applications for a viable advan-
tage [66]. End-to-End security and security-by-design seem to
be imperative in such a multitenant environment. End-to-End
security and security-by-design seem to be imperative in such a
multitenant environment.

We also plan to extend the models to provide different security
engineering aspects for threat modeling and attack graphs. To
develop this work with the security evaluation theory, it is
expected to define and score the risks based on multiple criteria
and weights; based on specific application domains like data
streaming and batch query. Finally, to magnify the paper find-
ings’ effectiveness, it is recommended to include more threats
and vulnerabilities and consider a broader set of assets in the
design phase of the BigCloud deployment. Future work for this
study involves a cloud security evaluation framework for BD
applications. It includes refining the syntax and defining the
semantics of the proposed reference model and mapping the
reference architecture to different cloud security architectures
and BD frameworks.

Also, in future developments of the BigCloud security-by-
design, we plan to extend the model using a meta-language for
threat modeling and attack simulations [67]. The advantage of
such domain-specific attack language is creating a generic attack
logic that facilitates modeling and instantiation of BigCloud
solution. Another future work is to extend this article by compre-
hensively evaluating BigCloud security to ensure data privacy
protection, the integrity of information, and the availability of
resources [68].
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